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Abstract

Social media is generated both in space and time, and in
the context of disaster situations it can provide minute-by-
minute and location-by-location awareness of the event and
users’ concerns and feelings about crises. In this paper,
we investigate the relationship between social media data,
web donations, and traditional media coverage. We start
by examining the temporal relationships, then move on to
spatial relationships and patterning. Finally, we explore
spatiotemporal patterns, examining the confluence of these
patterns. Our results indicate that social media can be
used as an indicator of both spatial and temporal patterns
of real world events such as donations to a large not-for-
profit. Our models can be used to make recommendations
to managers about how to target marketing messaging ap-
propriately given the current state of social media.

1 Introduction and Background

As the use of social media has grown in recent years there
has been an increasing effort turned toward studying the
link between online and offline behavior. Online social
networks affect both how people donate to charity cam-
paigns [1] and how they respond to emergency events [2, 3].
In this paper we use data surrounding a natural disaster,
Hurricane Irene, to study the link between social media ac-
tivity and donations to disaster relief through two channels:
SMS messaging and the web. We investigate the patterns of
behavior of these activities in both time and space, as well
as time and space together. Though both the temporal and
spatial patterns of social media have been investigated in
isolation, relatively little attention has been paid to how
patterns emerge in both dimensions together.

For instance, Herrmann et al. [4] explore the temporal
aspects of information spread online in relation to outside
events. Yang and Leskovec [5] investigate the different forms
that temporal patterns take in Twitter and blogging plat-
forms. Grinberg et al. [6] look in to both temporal and
spatial dynamics of online behavior using a combination
of Twitter messages and Foursquare checkins, but do not
combine these into an aggregate spatiotemporal measure of
behavior, nor look at data external to social media. Li et al.
[7] do consider simultaneous temporal and spatial patterns
on two social media services, Twitter and Flikr, as well as
demographic characteristics of the population; this paper
differs by comparing spatiotemporal patterns of online with

offline behavior.

This paper offers multiple perspectives on how one might
approach the problem of spatiotemporal correlation of ac-
tivities. We investigate approaches stemming from statis-
tics, geographic information systems, and machine learning.
We explore the hypothesis that patterns of activity on Twit-
ter are more related to those of mobile phone usage than to
a broader conception of internet usage.

In the end, we find that social media is definitely cor-
relative and can potentially be used as a predictor of some
offline events, such as donations. To that extent, in future
work we will show how a manager can use these findings
to make decisions about how to schedule messaging to per-
spective donors.

2 Data

The primary component of our data is a set of geotagged
tweets we collected using TwEater, an open source pro-
gram developed at the Center for Complexity in Business
at the University of Maryland. We focussed on any tweets
that contained hashtags (topic identifiers on Twitter) and
raw keywords related to Hurricane Irene (i.e., #irene, irene,
#hurricane, hurricane, #hurricaneirene). Though the orig-
inal dataset contained many more tweets, we used only
the geotagged tweets in this study. This produces 22,045
tweets with corresponding latitude and longitude, which
was roughly 1% of all tweets containing the listed keywords.
In addition, tweets falling in the Continental United States
were reverse geocoded to extract their state and approxi-
mate ZIP Code.

In addition, we have information on donations received
by a large, not-for-profit relief organization through both
mobile phone messaging and web channels. The former
consists of 10,073 mobile donations and the latter of 28,214
web donations. Mobile donations do not have any address
data. To cope with this we estimate a ZIP code and lati-
tude/longitude from the donating phone number based on
the NANPA area code and exchange prefix. This was un-
necessary for the web donation data since each record had
an associated billing address, allowing us to geocode the
latitude and longitude.

Finally, we make use of the number of traditional me-
dia stories published about Hurricane Irene, grouped at an
hourly level. These data are collected from the websites of
CNN, CBS News, and ABC News (which also includes a
variety of AP reports). We use this data as an external in-
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Fig. 1: Frequency of Tweets, web donations, and mobile
donations

dicator of the overall amount of traditional media coverage.
All four data series (Twitter data, mobile donations, on-

line donations, and mainstream news) are from 10:00am,
26 August, 2011 to 12:00am, 13 September, 2011, giving a
coverage of approximately 21 hours before and 401 hours
after Irene’s US landfall.

3 Analysis
As mentioned above, we conduct three different types of
analysis: (1) temporal analysis, (2) spatial analysis, and
(3) spatiotemporal analysis. We will compare and contrast
these three different analyses in the following sections.

3.1 Temporal

We use two different approaches for temporal analysis: a
fixed effects and a variable autoregressive model.

3.1.1 Fixed Effects Model

We find that Tweets, mobile donations and web donations
occurred regularly with a 24-hours time cycle. Hurricane
Irene worked as an exogenous factor for the frequency of
Tweets. Most of the Tweets occurred between 8/26–8/30
when Hurricane Irene battered the East Coast. Tweet fre-
quency declined quickly after Hurricane Irene left, and fi-
nally became stationary. However, web donations were sta-
tionary and regular throughout this time period. For mobile
donations, we notice that two spikes occurred in the series.
Upon further investigation we discovered that the spikes in
mobile donation activity appeared to be direct responses to
the relief agency sending out solicitations for donations via
text message. We believe these solicitations were the main
cause of the peaks in the mobile donation series (Fig. 1).
We first apply a simple autoregressive, AR(p), model to

the mobile donations and Tweets series respectively. For
both of them, the model fits best when we include lag 1
and lag 24. Then we combine the two AR(p) models to
create the following n-step-ahead forecasting model

yt = α1yt−1 + ...+ αt−qyt−q + β0 + β1xt−1

+ β2xt−2 + ...+ βpxt−p + vt + u+ et (1)

where yt is the log of number of mobile donations at time
t. xt is the log of number of Tweets at time t, vt represents
the message event, ei is the error term, i.e., when the relief
agency specifically requested donations. We get the best fit
with an adjusted R2=0.702 when we include lag 1 and lag
24 for mobile donations and Tweets. The result shows that
the message event worked as a strong exogenous factor for

the mobile donations. This impulse intervention increased
the number of mobile donations intensely. The regression
results are shown in Fig. 2.
We apply the same procedure to the web donations and

Tweets series. We get the best fit with adjusted R2=0.816
when we include lag 1, lag 24, and lag 72 for web donations
and lag 0 for Tweets. We find that more Tweets about the
storm are associated with an increase in web donations.

3.1.2 Vector Autoregressive Model

We next test the temporal effects of social and traditional
media mentions within the disaster relief context. We ana-
lyze the dynamic relationship between these forms of media
and charitable donation behavior using a Vector Autore-
gressive Model with Exogenous Variables (VARX) [8]. This
methodology accounts for the potentially endogenous rela-
tionship between traditional media interest, social media
activity, and charitable donation behavior.
The first step in a VAR analysis is to test for unit roots

for each of our variables. If a variable exhibits a significant
unit root (Fig. 3), the process is not stationary, requiring
the use of either differenced variables, in which we analyze
the change in each variable from the prior time period, or
a Vector Error Correction model in the case of cointegra-
tion, which is when two variables evolve with a common
stochastic drift. We use an Augmented Dickey-Fuller test,
a common method for testing for unit roots, to test whether
our variables are stable or evolving. Over a 40 hour win-
dow, measured at an hourly level, we find that only Tweets
exhibit a significant unit root. Therefore, we estimate a
VARX model in differences due to the issues with stability
for one variable and the lack of cointegration [8].
Our specific VARX model is given in Eq. 2, where ∆Dt is

the change in total donations from hour t−1 through t, ∆Tt

is the hourly change in tweets about Irene, and ∆Mt is the
hourly change in traditional media stories, and [EX] repre-
sents a matrix of exogenous variables which are multiplied
by an estimated matrix of coefficients β. We estimate a se-
ries of hourly indicators to control for differing media and
donation behavior throughout the day. We also control for
two events in which the relief agency asked for mobile dona-
tions through a text message appeal, which led to increased
mobile donation behavior in the following hour.∆Dt

∆Tt

∆Mt

 =
40∑
j=1

πj
11 πj

12 πj
13

πj
21 πj

22 πj
23

πj
31 πj

32 πj
33

∆Dt−j

∆Tt−j

∆Mt−j

 . . .

+ [EX] [β] +

uD,t

uT,t

uM,t

 (2)

We estimate each of the πj
ik terms, which describe the na-

ture of the relationship between the endogenous variables
and their lagged terms. So, for example, πj

23 captures the
effect of prior traditional media mentions on the number of
tweets about Hurricane Irene in the current period. This
model, therefore, allows us to estimate 9 distinct effects and
evaluate their importance when examining the dynamic na-
ture of the relationships between different forms of media
and the donation behavior of consumers.
The next step in this analysis is to estimate this model
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Fig. 2: Relationship of mobile donations to tweets.

Fig. 3: Roots of the Companion Matrix

and test that the results are stable. We find that this model
explains a substantial amount of both donation behavior
and media activity, with R2 values of 0.97 for the change in
the number of donations in the hour, 0.93 for the difference
in the number of tweets about Hurricane Irene in an hour,
and 0.89 for the number of traditional media mentions of the
hurricane. We test the eigenvalue stability of the companion
matrix for this model, which is a necessary condition for
further analysis of the dynamic effects.

As this model displays stability, we now analyze the
dynamic relationships using Impulse Response Functions.

Fig. 4: The dynamic effect of tweets on donations.

IRFs allow us to make inferences about the dynamic effects
on a response variable of increasing an impulse variable by
one unit. We provide graphs showing the Cumulative Im-
pulse Response Functions for six of the nine tested endoge-
nous relationships in Figures 4–9.

These results provide a number of important insights into
the relationships between the two different forms of me-
dia and donation behavior. We find that additional tweets
about the hurricane initially lead to lower donations for the
charity (Fig. 4). However, eventually, prior tweets do result
in a significant increase in donations that overcomes the
initial drop in donation behavior. This result is interesting
as it takes approximately 37 hours to see positive effects of
tweets about the hurricane, which is somewhat surprising



Fig. 5: The dynamic effect of traditional media on dona-
tions.

Fig. 6: The effect of adding a donation on future donations.

Fig. 7: The effect of adding a traditional media story on
future traditional media coverage.

Fig. 8: The effect of adding a tweet on future tweets.

Fig.9: The dynamic effect of traditional media mentions on
tweets.

given the rapid nature of social media communications.

In comparison, traditional media stories have a relatively
limited long-term effect on donation behavior (Fig. 5). The
the relief agency sees an initial increase in donations due
to traditional media stories. However, donation behavior
resembles behavior in more traditional marketing contexts,
such as sales and couponing, in which an initial burst in
sales is followed by a trough, in which sales decrease due
to consumers switching their purchasing to the sale period.
This leads to the overall limited effect on total donations
from increased traditional media exposure.

Increasing the difference in either the number of dona-
tions (Fig. 6) or of media stories (Fig. 7) results in relatively
little permanent increase to the longer-term number of do-
nations or media stories. Both of these variables start from
the one unit added in order to calculate the IRF. However,
the increase is soon lost to predicted lower future donations
or media stories. Therefore increasing current donations or
media stories has relatively little positive effect on the total
number of donations or traditional media stories over the
ensuing 40 hours. In contrast, and consistent with existing
theory, the addition of a new Tweet about the hurricane is
predicted to result in more Tweets about the hurricane in
the future (Fig. 8). This captures the nature of informa-
tion diffusion on Twitter, with users spreading information
through social networks.

Finally, we find that further traditional media sources
result in future Tweets (Fig. 9), demonstrating that while
traditional media sources may not directly lead to increased
donation behavior in the long-run, they can spawn conver-
sations which lead to additional Tweets and thus additional
conversations. This finding provides evidence for how firms
should evaluate the impact of traditional media stories on
consumer/donation behavior in the current environment of
rapidly growing social media.

3.2 Spatial

For the spatial analysis, we apply both a manual segmenta-
tion and spatial autocorrelation statistics.

3.2.1 Manual Regional Characterization

Hurricane Irene had a different influence on different re-
gions. Based on the track of Hurricane Irene, we divide the
whole region into three areas, (1) Area A (Highly Impacted)
— includes the states CT, DC, DE, MA, MD, ME, NC, NH,



NJ, NY, PA, RI, VA, VT which were directly impacted by
Irene, (2) Area B (Somewhat Impacted) — includes states
that adjoined Area A (AL, FL, GA, KY, SC, TN, WV) and
(3) Area C (Not Impacted) includes the rest of the states
which were not directly impacted by Irene. Among them
Area A occupied 28% of the overall mobile donations, 33%
of the overall online danations, 79% of the overall Tweets
and 26% of the overall population. Area B occupied 14%
of the overall mobile donations, 9% of the overall online
danations, 7% of the overall Tweets and 16% of the over-
all population. Area C occupied 58% of the overall mobile
donations, 58% of the overall online danations, 13% of the
overall Tweets and 58% of the overall population.
Our hypothesis is that Twitter is an indicator of interest

in the hurricane. To test this we fit the following model

yi = β1x1i + β2x2i + vi + u+ ei (3)

where yi is the log of number of mobile donations (web
donations) in state i. x1i and x2i is the log of number of
Tweets and log of population in state i. vi and ei is the area
level and error term. The results show that more Tweets
and population result in more mobile donations and web
donations. We also explore the difference of some charac-
ters between these three areas. By analysis of variance, we
find that area B and C don’t show a significant difference
on Tweets/population, web donations/population and mo-
bile donations/population. But they do have a significant
difference between area A and C. Tweets/population, web
donations/population and mobile donations/population in
area A are higher. It indicates that people directly suffered
from Irene tended to have more Tweets and tended to make
more donations whether via mobile or web. We also find
that mobile donations/Tweets and web donations/Tweets
exist significant difference between area A, B and C, C is
highest and A is lowest. We can infer this result since we
know that most of Tweets were in area A.

3.2.2 Spatial Autocorrelation Statistics

We also calculate two measures of spatial auto-correla-
tion common in the GIS literature: Moran’s I [9] and
Geary’s C [10]. The results for each were similar, so we
concentrate our discussion here on the latter. Geary’s C is
defined by

C =
(N − 1)

∑
i

∑
j wij(Xi −Xj)

2

2(
∑

i

∑
j wij)(

∑
i(Xi −X)2)

(4)

where Xi is the count of events in region i, N is the number
of regions, X is the mean of all Xi and wij is the spatial
weight between regions i and j. This weight is an inverse
function of distance; closer regions are given higher weights.
We adopt three methods of assigning weights: a threshold,
a logistic sigmoid, and an exponential function. All three
produced very similar outcomes, and so here we report the
results using the threshold function, in which two regions
were assigned a weight of 1.0 if they are less than 100 miles
apart, and 0.0 otherwise. The range of C is [0, 2], with 1.0
meaning there is no spatial autocorrelation present in the
data. Values lower than 1.0 signify positive correlation (i.e.
there tend to be large, contiguous areas of high and low
density) while higher values represent negative correlation
(areas of high and low density are intermixed).
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Fig. 10: Geary’s C calculated for mobile and web-based
donations and number of tweets per ZIP code.

We calculate the autocorrelation of the tweet, online and
mobile donation series, aggregated at the ZIP code level. In
addition, we partition the country into two regions, which
we term the “affected” and “unaffected” zones of Hurricane
Irene, with the former defined to be the ZIP codes in North
Carolina, Virginia, Maryland, DC, Delaware, New Jersey,
southern New York and New England. The results can be
seen in Fig. 10. In the country as a whole and in both the
affected and unaffected partitions, we find that the pattern
of Twitter activity is more similar to that of mobile than
web donations: both exhibit negative autocorrelation, while
web donations are mildly positively autocorrelated. This is
more pronounced in the area directly affected by Irene.

3.3 Spatiotemporal

In this section we conduct both a fixed effects model broken
up by region, and a spatiotemporal analysis tool building
off the work presented in the previous section.

3.3.1 Fixed Effects Model

To combine the benefit of spatial analysis and a tempo-
ral point of view we introduce the following spatiotemporal
model to simultaneously estimate the spatial and temporal
influence of Tweets on mobile donations,

yt,i = α1yt−1,i + ...+ αt−qyt−q,i

+ β0xt,i + β1xt−1,i + ...+ βpxt−p,i

+ vt + γzi + δi + µi + u+ et,i (5)

where yt is the log of number of mobile donations at time
t, xt is the log of number of Tweets at time t, zi is the log
of population at state i, δi is the area level, µi is the state
level, vt is the message event, ei is the error term, and u is
the intercept.

We get the best fit with adjusted R2 = 0.600 when we
include lag 1 and lag 24 for mobile donations and lag 0 for
Tweets. We find that there exists significant differences be-
tween states. States from Area A which directly suffered
from Irene tended to make more donations. Solicitations
from the relief agency worked as the impulse intervention
were the main cause of the donation peaks in the mobile
donation series. We also introduce the area level into the
regression slope to get a more sophisticated model as follow-
ing. The result shows that there is no significant difference
between regression slope obtained by the following model



and our original model.

yt,i = α1,δiyt−1,i + ...+ αt−q,δiyt−q,i

+ β0,δixt,i + β1,δixt−1,i + ...+ βp,δixt−p,i

+ vt + γzi + δi + µi + u+ et,i (6)

3.3.2 Spatiotemporal Cluster Analysis

To further examine the spatiotemporal patterns, we begin
by running a k-means clustering algorithm [11] on all events,
and recording the location of each cluster’s centroid, ci. We
also calculate the standard deviation σi of the distance be-
tween each point in a cluster and its assigned centroid.
We then divide the data into equal frequency temporal

bins of 1000 tweets. The start and end time of each window
is used to bin the donation data. We re-run the clustering
algorithm on only the events occurring in the current time
window, using the overall cluster centroids as initial con-
ditions. We then calculate the deviations of the centroids
for the time window from the overall centroids according to
zit = ∥ci − cit∥ (nitσi)

−1, where nit is the number of events
in cluster i and time window t. After repeating this proce-
dure for all time windows, we take the mean over all zit to
be the final spatiotemporal variation of the data series.
Like all k-means based processes, this is subject to an

arbitrary choice of the number of clusters. Following from
choices in Section 4.2.1, we conduct our analysis here with
3 clusters. We find that the Twitter series has z = 0.244,
while z = 0.215 for mobile donation and z = 0.192 for web
donations. Once again, we see that the Twitter data is the
most volatile, and that mobile behavior is more similar to
Twitter than is online behavior in general.

4 Conclusions

In this research, we analyze the temporal, spatial, and spa-
tiotemporal components of donation behavior and media
activity within a hurricane relief context. We find a variety
of evidence showing that social media activity is a leading
indicator of donation behavior. Specifically, increases in
Tweets lead to later increases in hurricane relief donations.
However, possibly due to the nature of social media and
donations, in which social media occurs during the storm
followed by donations after the storm, we find a relatively
substantial lag between Tweets and donations. The rela-
tionship between social media activity and donations are
found for both online and mobile donations. From a spatial
context, those users/individuals directly impacted by the
storm display both greater Twitter activity and donate for
disaster relief more often.
In addition to our results on the relationship between so-

cial media and donation behavior, we study the relationship
between traditional media, social media, and donation be-
havior. While traditional media does not directly increase
the number of donations to hurricane relief, it does increase
social media activity, which has a positive relationship with
donation behavior.
To refine our models, we plan to conduct a number of ad-

ditional investigations. For instance, our regression method
is dependent on the model settings and variable selection.
In our case, we use forward selection. We will explore other
variable selection methods such as the Akaike or Bayesian

Information Criterion [12]. We will also explore a decom-
position of time series such as a method based on rates of
change or on predictability prior to the regression analysis.
Spatially, our cluster analysis method is sensitive to the

initial choice of the number of clusters and size of temporal
window. We are currently investigating how sensitive these
parameters are. In addition, we are also exploring other
clustering algorithms such as k-mediods [13] and DBSCAN,
as well as alternative methods of aggregating the individual
cluster-time window values into a single scalar measure.
Our results underline that both spatial and temporal

components need to be considered when attempting to more
accurately characterize both donation and social media be-
havior, and their interrelationships, in the disaster relief
context. In future research on this topic, we plan to further
develop our spatiotemporal results to provide more action-
able strategic results, with the goal of better describing and
predicting donation behavior based on the activity in both
social and traditional media. In addition, we plan to build
a decision support tool for managers interested in using this
data and these models.
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